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Abstract— Human eye gaze plays an important role in de-
livering information, communicating intent, and understanding
others’ mental states. Previous research shows that a robot’s
gaze can also affect humans’ decision-making and strategy
during an interaction. However, limited studies have trained
humanoid robots on gaze-based data in human-robot inter-
action scenarios. Considering gaze impacts the naturalness of
social exchanges and alters the decision process of an observer,
it should be regarded as a crucial component in human-
robot interaction. To investigate the impact of robot gaze on
humans, we propose an embodied neural model for performing
human-like gaze shifts. This is achieved by extending a social
attention model and training it on eye-tracking data, collected
by watching humans playing a game. We will compare human
behavioral performances in the presence of a robot adopting
different gaze strategies in a human-human cooperation game.

I. INTRODUCTION

Eye contact plays an important role in interpersonal com-
munication. A recent study shows eye contact can increase
the synchronization between humans’ brains [1]. Maintain-
ing eye contact can deliver information, allowing for the
inference of intent, and understanding others’ mental states.
Likewise, robot gaze can influence human decision-making
during gameplay by lowering reaction time and increasing
the cognitive effort [2]. The authors, however, design a
robot gaze strategy following heuristic findings rather than
simulating human eye movements, resulting in less realistic
gaze shifts by the robot. Another study introduces a social
gaze-control system to simulate visual human attention [3].
However, there is no direct human-robot interaction in the
experimental scenario. Moreover, the impact of robot gaze
on human decision-making is not studied.

Overall, previous work suffers two crucial limitations:
1) Gaze simulation is not based on eye-tracking data; 2) Due
to the disregard of human eye movements in designing robot
gaze strategies, experiments do not examine the influence of
such effects on humans. To address the aforementioned gaps,
we propose two research goals: 1) Simulate human gaze be-
haviors on robots based on eye-tracking data; 2) Explore the
influence of a robot’s gaze interaction on the performances
of humans in a cooperation game.
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II. INTERACTION SCENARIO, TASKS, AND
PROCEDURE

Our experiments will be performed in three separate tasks
conducted in sequence as illustrated in Figure 1.

A. Task 1: Human-human cooperation game with an inactive
robot

In task 1, participants will be randomly matched in pairs to
play multiple rounds of a human-human cooperation game.
We will use the iCub1 robot in our experiments. The robot
will display facial expressions in a Wizard-of-Oz setup with-
out performing gaze or head movements. During the task, a
pair of participants will sit around a table facing each other
and play a game. The iCub robot will act as the instructor
by asking one of the participants to place a particular shape
in its corresponding hole on a shape sorter, e.g. “place the
cylinder in the round hole”. One participant will play the
role of an actor, placing his or her hands in a box occluding
the available objects and containers. The other participant
will assume the role of a guide by helping the actor place
the right object in the designated container through speech
and gestures. After each round, the iCub robot will change
its facial expressions. The participants will be asked to guess
the intention behind the different facial expressions during
the experiment. In doing so, the participants would distribute
their attention between the task at hand and the iCub robot.
The guiding participant will be asked to push a button once
the round is completed to measure the response time. There
will be 20 rounds in total. Each pair of participants will flip
roles as actors and guides after every 5 rounds by switching
seats. The 20-round response time will be summed up to be
the total cooperation time for each pair. After finishing the
cooperation game, the participants will fill in the Godspeed
questionnaire [4] to rate their impression of the iCub robot.
The entire game session will be recorded using the iCub’s
cameras and binaural microphones.

B. Task 2: Social attention model training on human eye-
tracking data

In task 2, we will collect human eye-tracking data by
recruiting participants to watch the videos recorded in task 1.
We will then train a social attention model based on this eye-
tracking data. The videos will be displayed on a large curved
screen with stereo audio playback. The participants’ eye
movements will be recorded under the free-viewing condition

1iCub: https://icub.iit.it/
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Fig. 1. Three tasks comprising our experimental setup starting with A) task 1 in which the robot remains static and records a pair of participants playing
a cooperation game with a shape sorter (top left), followed by B) task 2 where the head and eyes of a participant watching the gameplay are recorded
using an eye tracker (top left). In C) task 3 the robot performs movements based on either strategy while participants play the game described in task 1.

while wearing a Pupil Core eye tracker2. The camera view
in task 1 is from the iCub’s perspective, therefore, the robot
is not visible in task 2. A saliency prediction model [5]
with crossmodal social cue integration will be trained on
the collected human eye-tracking data. The model will be
extended with a mapping scheme for associating perceivable
stimuli within the auditory and visual fields. Such a model
requires binaural perception to localize sound sources when
visual stimuli do not lie within the visual field. Our model
will, therefore, combine priority maps arriving from different
modalities to form a master map for attending to elements
with high conspicuity, regardless of their visibility.

C. Task 3: Human-human cooperation game with human-
robot joint and mutual gaze interaction

The social attention model trained in task 2 will be
mounted on the iCub robot. In this task, there will be two
strategies guiding the robot’s gaze behavior - interactive and
random. The interactive strategy will follow the predictions
of our social attention model trained on the eye gaze data
acquired in task 2. This strategy will likely increase the
robot’s joint and mutual eye gaze with the participants. The
random strategy model will, however, perform gaze shifts
based on statistical assumptions regarding fixation time and
saccadic movements. This model is agnostic to the stimuli,
allowing for robot behavior similar to the typical human
without perceiving the environment. Pairs of participants
will be recruited to play the same game described in task
1, for a total of 40 rounds. As opposed to task 1, the
iCub will perform gaze movements based on either strategy.
The participants’ response time will be recorded given their
exposure to the iCub following the interactive and random
gaze strategies for 20 rounds per strategy. The condition
(strategy) ordering will be shuffled to avoid order bias.

III. DATA ANALYSES AND EXPECTED RESULTS

The sum and the average reaction time for each pair of
participants will be calculated. One-way ANOVA will be
measured on these statistics for the three robot conditions
(inactive/interactive/random) to detect the impact of different
human-robot gaze interactions on human cooperation. Ide-
ally, if the pairs remain unchanged between tasks 3 and 1,

2Pupil Core: https://pupil-labs.com/products/core/

an independent t-test could be implemented by comparing
the test-retest differences between the interactive and random
groups. The inactive condition will be taken as a first test
baseline. For the analyses of participants’ ratings on the
Godspeed questionnaire, one-way ANOVA will be measured
for the sum of different dimensions across three groups.

We hypothesize that the social attention model can inte-
grate multiple crossmodal cues and predict social saliency
based on human data. Moreover, we expect that the interac-
tive gaze strategy could increase human-human cooperation
by decreasing the reaction time during gameplay compared
to the other conditions.

IV. CONCLUSIONS
We propose to train a social attention model on human

gaze behaviors in a crossmodal environment. The model will
be deployed on the iCub robot as an embodiment platform.
Human decision-making and cooperation behaviors will be
studied under different robot gaze conditions to explore
the impact of joint and mutual attention in human-human
and human-robot interaction. Our work combines behavioral
findings and computational modeling to bridge the gap
between cognitive simulation and human-robot interaction.
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